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To calculate the stress wave propagation in a bar impact problem it is used the integration along
the dispersion curves. This dispersion relations f(x, γa) is defined as(

2− x2
)2

J0 (γaA) J1 (γaB) + 4ABJ1 (γaA) J0 (γaB)− 2x2

γa
AJ1 (γaA) J1 (γaB) = 0,

where a is radius of the semi-infinite bar, γ is wavenumber, x is the ratio of the phase velocity
and the shear wave velocity, κmeans the ratio of the squares of the phase velocities for the bar’s
material, A =

√
κx2 − 1, B =

√
x2 − 1 and J is the Bessel function of the first kind.

Summary of the Chebyshev expansion algorithm [1]:

1. Choose the following:

(i) γa

(ii) Search interval, x ∈ [a, b].
The search interval must be chosen by physical and mathematical analysis of the
individual problem. The choice of the search interval [a, b] depends on the user’s
knowledge of the physics of his/her problem, and no general rules are possible.

(iii) The number of grid points, N .
N may be chosen by setting N = 1+ 2m and the increasing N until the Chebyshev
series displays satisfactory convergence. To determine when N is sufficiently high,
we can examine the Chebyshev coefficients aj , which decrease exponentially fast
with j.

2. Compute a Chebyshev series, including terms up to and including TN , on the interval
x ∈ [a, b].

(i) Create the interpolation points (Lobatto grid):
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2
, k = 0, 1, 2, . . . , N.

(ii) Compute the elements of the (N + 1)× (N + 1) interpolation matrix.
Define pj = 2 if j = 0 or j = N and pj = 1, j ∈ [1, N − 1]. Then the elements of
the interpolation matrix are
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(iii) Compute the grid-point values of f(x), the function to be approximated:

fk ≡ f(xk), k = 0, 1, . . . , N.

(iv) Compute the coefficients through a vector-matrix multiply:

aj =
N∑
k=0

Ijkfk, j = 0, 1, 2, . . . ..., N.

The approximation is
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3. Compute the roots of fN as eigenvalues of the ChebyshevFrobenius matrix

Frobenius showed that the roots of a polynomial in monomial form are also the eigenval-
ues of the matrix which is now called the Frobenius companion matrix. Day and Romero
[2] developed a general formalism for deriving the Frobenius matrix for any set of or-
thogonal polynomials.

4. Refine the roots by a Newton iteration with f(x) itself.

Once a good approximation to a root is known, it is common to polish the root to close to
machine precision by one or two Newton iterations.

Computations were performed with the normalized Bessel functions that eliminate the large
fluctuations in magnitude. For numerical experiments were used MATLAB’s toolbox CHEB-
FUN [3] and Julia’s package ApproxFun [4].
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